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A Smple A Iternating D irection M ethod for L near
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Abstract The altemating directionm ethods for so lving varitional i equaliy problans needs o solve several subprob-
len s which are also variational nequalities Thus the efficiency of this type ofmethods is influenced by the methods
br solving the subproblms 1In this paper we propose a siple altemating direction method It needs only o perfom
sm e matrk— vector productions and projection ono a smplk set Undermild assumption we show the global conver
gence of the method. Sane prelm nary can putational results are reported showing the efficiency of the proposed m eth-
od
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0 Introduction
W e consider the linear variational nequality poblan: F nd x €8 such that
(x-x ) (Hx +¢) 20 Vx€S§, (1)
where SC R" is anonanply closed convex subset of R and HE R"™" is amatrix and ¢€ R". T many practical

app lications S has he follbw ing stmucture
S=(x€ R'lAx=b x€K),

where A€ R"™", BE R', andK is a sinple nonanpty closed convex subset of R’
By attach ng a Lagrange mu liplier vector y€ R" 1o the linear constrantAx= b, we get an equvalent fom

of the variational nequality problan (1): Findu € Q such that

(u-u )F(u )20 VYu€ Q (2)
w here
w= | Fuy)=| X+ =AY o_ kxR (3)
Ax- b
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In the follow ng wew ill always assume that the solution setof probleam (2) — (3) is nonempty For solving
his problen wihH being ssmmetric H e and Zhou'" pwoposed the follbw ing aliemating d irection m ethod
) Eook . -
Gwen (x,y )€ Q canpute the tanporal pontu = (x,y ) via
X =Pfx' - HX' + A" A" -b)-A'y +¢)]
y =y - (AX - b).

)= (17 5) aoi=[523)

Fnally canpute the stepsize P(uk)

Then set

-+ 2 k 2
|| —x "+ Il Ax" = bl

o) = Ak
I+H+ATA + 11y — )
and get the next iterate
W= d - )l - ).
Their method ismore attractve than the classical altematng direction methodd” "', nstead of solving the stuc-

turally difficu It variational nequality problan n the classicalmethods they only make a projecton to the sinple
setK and calculate sanematrix-vector products to get he next ierate u"'. Ths is advan tageous espec ially for
laige scale problems Theirmethod was then extended to solving linear variatbnal inequality problen s by adop-
ting an altemative stepsize wlé

In this paper we popose a new aliematng directbn method which is as smple as[ 1] and [ 8]. Under

si ilar cond itions as those n [ 1, 8], we pwove the global convergence of them ehod

1 TheNew A lgorithm

W e now present ourm ethod formally

A korithm.  Given 0< T< 2 and (xk, yk)E Q  canpute the tﬂnporalpoint.;ke K via
X = PK[—Lll(Bxk —c+ Ay + A']‘b)} , (4)

where B = PI- (H+ATA), U> lIH+A'All is a constant Then canpule the stepsize by
(x -x")'B(x' - %)+ l1AX - b’

b= B - % 1 lax - p1° (5
Fnally find the next iterative pont by
"= Pe[x - TAB(x" - X)), (6)
y'=y' - AX - b). (7)
Notice that (4) is equiva]ent to findingyzir such that
(x—x){B(x—x)+(Hx+c) A[y—(Ax—b)]} QVx EK. (8)
Letx’ andy be an arbitrary solitbn of (2). Then, settngx—x in (8), wehave
(x —x){B(x—x)+(Hx+c)—A[y—(Afk—b)]}>O (9)
S'nceo;kEK,
(¥ -x )'{Hx +¢c)-A'y } 20 (10)

Addng (9) and ( 10), we have
(x -x ) [~-B(X ~x)+H(x -x)-A(y -y )-A (AXx - b))} 20
SnceH is positive sam definitg
(¥-x ))H(x -x¥)<0
Thus
(X -x ) (~-B(xX-x)-A'(y -y)-A(AX - b)) 20
Usng the fact thatAx = b and by rearranging teims we get,
— 9 —
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(x-x )B(xX-X)+ (y' -y )(Ax -b) 2 A - b1’ + (X' - ¥ )'B(xX'- %), (11)
which means that /B (x' — £ ); AZ — b] is an ascent direction of the unknow n function—é I fx=x: y=y ]
Il >. Herewe have used he MATLAB convention that for any wo colmn vectorsx € R and yER", [x:y J: =
(x, y' )"
2  Global Convergence

In this sectbn we analyze the global convergence of the proposed akorithm. Based on (11), we have the
follow ng theo ran.
Theoren 1 For any solitbn pont u of (2), the sequence {uk} generated by the algorithm satisfies
"' - 1°< e —u 1= T2- DA(NAS - bI*+ (X' =X )'B(x' - %) ). (12)
Proof For any wo vectors t€ R, we have
WP [s]- Pt Il < lls— ¢ll,
ie, the propct operator Py is nonexpansive Fram this poperty we have

e~ 112

Sl -mBx-3)-x 1P+ Iy -1QAxX -b)-y |
=l - x 12+ Yy =y 1P 219" - x ))B(xX' = %) -2 -y ) (AX - b) +
TR (IB(x' - X )11°+ 1AX - bll?)
Slla'—uw 1720 ((x" -5 ) B(x' =% )+ 1AX = b1I? )+ TR (IB(xX' =X )II’+ l1AX -
bll?)
=lla'—u IP=712-T)A/(NAX - b 1I”+ (X' - X )'B(x' -x)],
where the second nequality follows fram ( 11) and the last equality follws fram the definition of Q.
SnceB & positive definitg
(X =X )'B(x' =X ) 2 hu(B)IIx' - X117,
where A, i, (B) is them inmum eigenvalie of B. On the other hand
IB (X - )I°< 1B 1Ix" - X II°

2

Fran the defnition of @, we have
Ma(B)IIx =X 117+ 1AX - bI? smi(Ma(B), 1)

- ;= 13
B2 — 0+ AT 517~ max(IBI- 1) ~° (13)

A 2

for allt> Q

W e have the follow ng main resu lt

Theoran 2 The sequence ') generaled by the algorithm conveiges lo a solitbn of the variational ne-
quality prob len ( 2).

Proof It follows fran Theorem 1 and ( 13) that

"' = 1°< e —u 12-T2- Je(llAF = b1’ + (X' - & )'B(x" -x")).
Sncec> O 0< T< 2 and the fact thatB is positive definite that

N ' - 1< e - 1°< <N’ -u 117 (14)
which means hat the generated sequence {uk} is bounded Furthem org
ImllAY - pl17+ (x' - X )'B(x' =X )= 0
or equvalently
dinllAX - bl = Jin(x' -5 )'Bx'-¥) =0

Sihce {uk} s bounded ithas at leastone chister pont Letu be a chister pont of {uA} and {uli-’} be the sub-

sequence convergng tot. Then
~ ok .
x = lmx’ = limx’

koo koo
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and
lAx = bl = lin llAX" - Il = 0 (15)
Snce the projection operator is contnuous takng lim it along the subsequence n (4) and using ( 15), we have
X= PK[§——111(H§+ c-A'y)].

which, togetherw ith AX=>5 mplies thatz is a soluton of (2). W e can take U =u n (14) and
' = all < lld - all.

k ~
he whole sequence {u } thus converges to u

3 Numerical Results

W e mplement the proposed akoritm inMatlab to solve a lnear variational nequality problen and report
he results

The problem under consideration is the linear variational nequality problem w ith

F(x) =Hx+ ¢

w here
1 2 2
0o 1 2 :
H = tlog= (- 1= 1 -1
w2
0 0 1
and

S=(x€R I 2= Lx20i= 12 n)
The constrant setK is the nonnegative orthant R’ and
A= (1L 1) b=1
This problem is amodifcation of the standard test poblem, the lnear canp len entarity problem LCP(H, ¢), 1
e, LVIH, ¢ S) withS=R’. The LCP(H, ¢) was used n many papers [ 10] - [ 12], for which Lemke §
method is known to mn in exponential tme The unique soton is(Q ..., Q 1) " We report the can putation-
al results w ith the d mension varyng fran 8 to 2 000 and with he initialpohtuoz (1 .., 1). We set the pa-
rameter H to be 30/|H + A'A II. The cam putational resu lis are reported n T able 1 The column ‘N’ denotes

he din ension of the problem and the stopping criterion is

le(u') Il < g
where € is set o 10" N “denotesNumber of Iteratbn and CPU “denotes he CPU tine i seconds For he pur
pose of canparison, we also code the akorithm ofH an and Lo[gl, denoted asHan & Lo mehod Note also that
snceK = R", the projectin n the sense of the Euclilean nom is very easy to carry out For any zE R", Py

[z] 1is defned as canponentw ise

(Pel2]); ={z’" it 2 0
' Q0 othewise

Table1 Numerical resultswith «’= (@ ..., 0)"

N8 16 32 64 128 256 512 1000 2000
N 22 48 82 303 1969 2513 3009 3804 5211
Han& Lo method
CPU 0. 05 Q15 021 Q79 6. 77 1290 31 60 84 45 193 66
P roposed N 14 16 67 136 377 746 805 854 963
M ethod CPU 0. 01 Q 04 015 Q28 0. 94 6. 65 8 33 1735 297

Fran the above tablewe can see that the proposed method is smple and efficient
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Conclusion

In this paper we presented a sinpk altemating directbn method for solving linear variational nequality

problems At each iteraton the method needs only a projectbn onto a sinp le set and samem atrix— vector pro-

ducton. It is thus suitab k to solve large-scale problans W e proved the gbbal convergence of the method under

them ild condition that the underlyng matrx n the variational nequality problem is positve defnite and he so-

litbn set B nonempty. An mportant fiture research topic is to consiler if this smplem ethod can be extended to

non Inear variatbnal inequality prob lan s
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