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Estimation of Parameter for Lindley Distribution

Based on Interval Data
Long Bing

(School of Mathematics and Physics, Jingchu University of Technology, Jingmen 448000, China)

Abstract: Firstly, the maximum likelihood method is used to estimate the unknown parameter in Lindley distribution
under Interval data,however,the explicit expression of the parameter can not be obtained. Secondly, it is proposed that
EM algorithm can be used to find out estimation of the parameter,and this method has good convergence. Finally, the
simulation results show that it is feasible to use EM algorithm to estimate the unknown parameter in Lindley distribution.
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The distribution of Lindley was proposed by Lindley in 1958'""2!_ It plays an important role in the reliability of
stress strength model ,and many mathematical properties of Lindley distribution are more flexible than the exponen-
tial distribution. It is better to use the Lindley distribution model to fit the life data in many aspects than the expo-
nential distribution model. So it is necessary to study the statistical properties of the distribution. At present,there
are some literatures about the research of Lindley distribution,which can refer to the literatures[ 3-6].

In the existing research results,both the Bayesian method and the classical statistics method ,their sample ob-
servation values are usually specific. However,the observed data are in some intervals in many cases,and such data
are called as interval data. For example ,tested samples are observed for predetermined period in the life test. Final-
ly,the number of failure can be obtained in each time interval.

Let 0=T,<T,<---<T,_,<T, =+ ,and n; is the number of failure falling in the interval [Tj,l JT),5=1,2,- k.
It is assumed that the test samples are independent and identically distributed as Lindley distribution with unknown
parameter,but how to estimate the unknown parameter based on Interval data is a significant question. In recent
years ,many scholars have done a lot of research on this question,which have brought us a lot of research achieve-
ment ,such as the literatures[ 7—13 ]. Maximum likelihood method is a better method for estimation of the parame-
ters. For Interval data,there is no explicit solution for the maximum likelihood estimation of the parameters. There-

fore, people are more concerned about how to calculate maximum likelihood estimation in practical applications. In
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this paper,EM algorithm is used to estimate the parameter of Lindley distribution based on interval data. Finally,

the simulation results show that this method is feasible.

1 Maximum Likelihood Estimation of Parameter
The probability density function of Lindley distribution is illustrated as follows
P
f(x)=ﬁ(l+x)e_ﬁx, x>0. (1)
Its distribution function is
0
F(x)= l—(l+ﬁx)e_9’r, x>0. (2)

The parameter 6>0.
Let X,,X,,---,X, be an independent and identically distributed sample in Lindley distribution(2). The num-
ber of failure samples is n; in the interval [T 1) =12,k 0=T<T <<l <T} =+ .

Maximum likelihood method is used to estimate the unknown parameter according to these data.
0 or,. 0 o
Notepj:P(Xe[Tj],Tj))=(1+0+1leje i (1+0 1Tje 7,

After ignoring the constant,the likelihood function is
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Obviously ,explicit expression of the parameter 6 cannot be obtained by solving the above equation. In addi-

tion, it is also difficult to prove uniqueness of the solution in the above equation. In the following,we try to use the

EM algorithm to deal with this problem.

2 Estimation of the Parameter Using EM Algorithm

Let X,,X,,---,X, be an independent and identically distributed sample in Lindley distribution(2). They fall
into the interval [T]_ T;) ,and the number of failure samples falling in the interval [T_,,T)is n,j=1,2,-k,
T0=O<T1<---<Tk_l<Tk=+oo.

Sign all the random variables for X ,the observation results for ¥, X, is a random variable falling into the inter-
val [T.,,T)).

The conditional density of X, is

0(1) 2 ; 0(1) 2 ;
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E step:according to the density function of Lindley distribution,it can be obtained:
k

logf(01X)=", n,[2logh-log(6+1)+og(1+X, ) -6X, ],

j=1

k k
h(010,Y) AE[logf(01X) 10 ,Y] =2nlogf-nlog(6+1)+ Y, n.E[log(1+X,)]-0 > nE(X,)=
j=1 j=1

J
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M step : Finding partial derivative for h(816'” |Y) on the parameter 6.
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Let (7=0,we can obtain
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Taking 8=0""" on the left side of the above equation,then obtain

;
%—ﬁz ]21 nl (110, Y) de. (4)

It can be proved that the left side of the equation(4)is monotone decreasing,so the solution is unique in the
case of solution. Thus ,the iterative process is completed from 8 to 8" . Given the initial value,the parameter 6
can be estimated by repeatedly using(4).

The biggest advantage of EM algorithm is simple and stable. Its main purpose is to provide a simple iterative
algorithm to calculate the posterior mode. The convergence of the EM algorithm is shown in the following theorem .

Theorem 1 Afier each iteration,the EM algorithm improves the value of the posterior density function ,that is

FOFV YY) =£(6 1Y),
Theorem 2 (1)If f(#1Y)has an upper bound,then L(6‘” |Y)converges to some L ;
(2)If h(@l¢@)is continuous on 6 and ¢,in the very general conditions on L,the convergence value 6 of the

estimated sequence 6 obtained by the EM algorithm is the stable point of L.

The proof of 2 theorem is shown in literature[ 14].

3 Stochastic Simulation

Using random simulation to produce the interval samples of Lindley distribution(2) ,the specific steps are as
follows :

(I)a simple random sample following Lindley distribution with the parameter =0.4 is generated ;

(I) Taking 7,=0,T,=2,T,=3,T,=4,T,=5,T;=6,T,=8,T,=12,T; =+ ,the number of failure samples in
the interval [0,2),[(2,3),(3,4),(4,5),(5,6),06,8),[8,12),[ 12,4 )is n,,n,,n;,0, 05,0 , 717 , 1g.

In this way,the sample following Lindley distribution is produced.

If a interval sample with capacity of n is generated each time ,the deviation can be calculated. The initial value
of the parameter is taken as 8” = 0.2, the estimated values of the parameter are obtained through 4 iterations ,and 4

simulation results are shown from Table 1 to Table 4 for each fixed n.
Table 1 Simulation results of n=1 000

o First simulation Second simulation Third simulation Fourth simulation
Iteration times - — - — - — - —

7] deviation 0 deviation 0 deviation 0 deviation

1 0.406 1 0.015 2 0.376 6 0.058 5 0.381 8 0.045 5 0.395 1 0.012 3

2 0.420 4 0.051 0 0.390 7 0.023 3 0.394 9 0.012 8 0.408 7 0.021 8

3 0.421 1 0.052 8 0.391 4 0.021 5 0.395 5 0.011 3 0.409 3 0.023 3

4 0.421 1 0.052 8 0.391 5 0.021 3 0.395 6 0.011 0 0.409 3 0.023 3

mean value 0.417 2 0.043 0 0.387 6 0.031 2 0.392 0 0.020 2 0.405 6 0.020 2
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Table 2 Simulation results of n=500

First simulation Second simulation Third simulation Fourth simulation
Iteration times — — — —

/] deviation 0 deviation 0 deviation 0 deviation
1 0.399 7 0.000 8 0.364 1 0.089 8 0.361 4 0.096 5 0.373 5 0.066 3
2 0.413 6 0.034 0 0.376 8 0.058 0 0.375 4 0.061 5 0.386 4 0.034 0
3 0.414 3 0.035 8 0.377 4 0.056 5 0.376 1 0.059 8 0.387 0 0.032 5
4 0414 3 0.035 8 0.377 4 0.056 5 0.376 2 0.059 5 0.387 0 0.032 5
mean value 0.410 5 0.026 6 0.373 9 0.065 2 0.372 3 0.069 3 0.383 5 0.041 3

Table 3 Simulation results of n=300

First simulation Second simulation Third simulation Fourth simulation
Iteration times - — ~ . > . > T
] deviation 0 deviation 0 deviation 0 deviation
1 0.372 8 0.068 0 0.393 1 0.017 3 0.399 4 0.001 5 0.370 8 0.073 0
2 0.389 0 0.027 5 04115 0.028 8 0.4155 0.038 8 0.384 8 0.038 0
3 0.390 0 0.025 0 0.412 6 0.031 5 0.416 4 0.041 0 0.385 6 0.036 0
4 0.390 0 0.025 0 0412 6 0.031 5 0.416 4 0.041 0 0.385 6 0.036 0
mean value 0.3855 0.036 4 0.407 5 0.027 3 0.412 0 0.030 6 0.381 7 0.045 8

Table 4 Simulation results of =100

. . First simulation Second simulation Third simulation Fourth simulation
Iteration times — - > >

0 deviation /] deviation /] deviation 0 deviation

1 0.373 3 0.066 8 0.386 3 0.034 3 0.362 0 0.095 0 0.367 9 0.080 3

2 0.384 8 0.038 0 0.401 3 0.003 3 0.378 5 0.053 8 0.381 0 0.047 5

3 0.385 4 0.036 5 0.402 0 0.005 0 0.379 6 0.051 0 0.381 7 0.045 8

4 0.385 4 0.036 5 0.402 1 0.005 3 0.379 6 0.051 0 0.381 7 0.045 8

mean value 0.382 2 0.044 5 0.397 9 0.012 0 0.374 9 0.062 7 0.378 1 0.054 9

It can be seen that a satisfactory estimation of the parameter 6 after 4 iterations. Whether the sample size is

large or small,for the interval data that follow Lindley distribution,estimation of the parameter 6 can be obtained

from the above simulation process by using the iterative formula(4). And the convergence speed is faster. A better

estimation after 4 iterations can be obtained ,and the estimated value of the parameter is independent of the selec-

tion

of the initial value.
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